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#### Abstract

This paper aims at an application of the statistical theory of spectra to the classification of chemical compounds. It has been shown that the moments of the intensity distributions may be used as molecular descriptors. The new descriptors have been tested using spectra of nitriles and amides. The dependence of the accuracy of the classification on the number of moments (up to the twelveth order) is discussed using model spectra.
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## 1 Introduction

The degree of similarity of two objects depends on the kind of features considered in the comparison of these objects. Two molecules that are very similar with respect to some structural aspects need not be similar with respect to their fitting to a biological receptor. In the case of enantiomers, the two structures are very similar in several aspects but are entirely opposite with respect to their interaction with the plane polarized light.

[^0]The concepts of molecular similarity, derived from the structural features of the molecules, proved to be useful in the selection of the structural analogs for the drug design and for the prediction of toxicity [1,2]. The estimates of the chemical activity or toxicity based on the molecular similarity has been derived from the fundamental principle that chemicals with similar structures have similar properties. Calculated molecular descriptors, the presence of specific pairs of atoms and even physicochemical properties can be used for quantitative molecular similarity analysis [3,4]. The degree of molecular similarity depends on the choice of the set of the structural descriptors, and on the selection of a particular mathematical function used to quantify similarity from the chosen set of descriptors [5,6]. Basak et al. [7] preferred to use a tailored similarity space. The construction of the space depends on the property under consideration. The molecular wave function (or the molecular density function) contains a complete information about the molecular structure and properties. Therefore, it may be used as a basis for defining quantum similarity measures [8-10]. Another way to determine the similarity of molecules is by the comparison of their spectra. Molecular spectra encode more information than simple descriptors derived from the molecular topology because the position and the shape of the spectral lines are influenced by intra and inter molecular interactions. Therefore we advocate using molecular spectra to derive similarity among molecules. In the earlier papers [11] we used the spectra to generate a new type of descriptors to characterize the electronic states of molecules. In particular, using these descriptors examples of dissimilarity maps have been obtained [12]. It is worth to notice that the method is very generalthe calculation of the new descriptors can be performed for all kinds of spectra.

The basic idea of using the new kind of descriptors (statistical moments of intensity distribution) is to treat the spectra as statistical distributions. This idea comes from the statistical theory of spectra and has already been applied in many areas of physics. The basic concepts of this theory originated in the thirties [13]. For many years statistical spectroscopy was mainly used in the nuclear physics, where not exactly known character of the interparticle interactions motivated using the language of statistics [14]. The motivation for the introduction of the statistical description to atomic spectra was completely different. The first statistical studies of atomic spectra were performed by Rosenzweig and Porter [15]. The authors tried to create a global description of the detailed features of the spectra. They studied the "repulsion of the energy levels" in complex atomic spectra. Since then, the methods of statistical spectroscopy were applied in atomic and molecular physics in order to avoid detailed calculations, to reduce the computing time, or in order to notice some new global features of the systems. Let us just mention methods of determining envelopes of the molecular electronic bands [16], or statistical studies on properties of spectra of the Heisenberg Hamiltonian [17]. In all these considerations the basic quantities which have been calculated are moments of different types of distributions. Therefore the application of the statistical moments in the theory of similarity seems to be very attractive.

The new descriptors are related to the shapes of the spectra. It is assumed that the degree of similarity of molecules is determined by the degree of similarity of the shapes of their spectra. The aim of this paper is to give another example showing that this assumption is correct. We collect a'priori two groups of molecules (nitriles and amides). The next step is the calculation of their IR spectra and then the calculation
of the moments of these distributions. The separation of the moments calculated for the nitriles from these for the amides gives us a possibility for clustering other groups of compounds without knowing their properties a'priori. The presented treatment is a test of the reliability of the classification based on the statistical moments of the intensity distributions.

In general, the process of comparison is very complex and its final result strongly depends on the number of aspects considered. In this paper we try to extract all the properties hidden in the shapes of the spectra that should be considered in the comparison. On the other hand, we have to exclude from the consideration these properties which are correlated. For this purpose a minimal basis (linearly independent) of statistical moments of intensity distributions has been extracted. This basis appears to be sufficient for the identification of the spectra and, as a result, of the corresponding chemical compounds. The studies on the selection of the minimal basis of the moments have been performed using model spectra taken as a sum of two Gaussian functions.

## 2 Theory

In this section, the properties of the new descriptors are studied using model spectra.
The new descriptors (statistical moments) correspond to the shapes of the intensity distributions. The basic idea stems from the observation that similar spectra have similar distribution moments. Similar systems correspond to intensity distributions and consequently, to similar moments. However, sometimes it may happen that different systems have similar particular moments. In these cases we expect that a larger set of moments should be taken into account in order to distinguish spectra. We study this problem using an infinite set of model spectra taken (as in Refs. [12], [18]) as linear combinations of two Gaussian distributions centered at $\epsilon_{i}$ with dispersions $\sigma_{i}$, defined by the parameters $c_{i}=1 /\left(2 \sigma_{i}^{2}\right), i=1,2$ :

$$
\begin{equation*}
I^{\beta}(E)=N^{\beta}\left[a_{1} \exp \left[-c_{1}\left(E-\epsilon_{1}\right)^{2}\right]+a_{2} \exp \left[-c_{2}\left(E-\epsilon_{2}\right)^{2}\right]\right], \tag{1}
\end{equation*}
$$

where $\beta=\left\{c_{1}, a_{1}, \epsilon_{1}, c_{2}, a_{2}, \epsilon_{2}\right\}$ and $E$ is the energy. The particular parameters characterize the width $\left(c_{i}\right)$, the amplitude $\left(a_{i}\right)$ and the locations of the maxima $\left(\epsilon_{i}\right)$ of the $i$-th Gaussian component $a_{i} \exp \left[-c_{i}\left(E-\epsilon_{i}\right)^{2}\right]$ of $I^{\beta}(E)$, where $i=1,2$. The normalization constant $N^{\beta}$ is determined so that the zeroth moment of the distribution $I^{\beta}(E)$ is equal to 1 . The analytical expressions for the moments of $I^{\beta}(E)$ as functions of parameters $c_{i}, a_{i}, \epsilon_{i}$ and also the definitions of the n-th moment $M_{n}$, of the centered n-th moment $M_{n}^{\prime}$ and of the scaled one $M_{n}^{\prime \prime}$, both for continous and for discrete spectra are presented in our previous paper [19]. Usually, in the statistical theory of spectra, only four lowest moments that have direct connection to the shapes of the spectra, are used. The first moment $M_{1}$ describes the mean value of the distribution, the second centered moment $M_{2}^{\prime}$ is the variance, the third scaled moment $M_{3}^{\prime \prime}$ describes the asymmetry, and the fourth scaled moment $M_{4}^{\prime \prime}$ is the excess of the distribution. In this paper we consider twelve moments: $M_{1}, M_{2}^{\prime}, M_{3}^{\prime \prime}, M_{4}^{\prime \prime}$ and $M_{5}^{\prime \prime}, M_{6}^{\prime \prime}, \ldots, M_{12}^{\prime \prime}$. The aim of this work is to find the minimal number of moments that carry the maximal information about the corresponding spectra.

Let us consider the spectra $I^{\beta}(E)$, where

$$
\begin{equation*}
\beta=\{5.0,1.0,1.2,5.0+\delta c, 1.0+\delta a, 2.7-\delta \epsilon\} . \tag{2}
\end{equation*}
$$

The parameters $\delta c, \delta a, \delta \epsilon$ are related to the second Gaussian component $(1+\delta a)$ $\exp \left[-(5+\delta c)(E-2.7+\delta \epsilon)^{2}\right]$ of $I^{\beta}(E)$ distributions. In this paper only this Gaussian component is subjected to variations and the changes are restricted by the parameter ranges:

$$
\begin{equation*}
\delta c \in\langle 0,20\rangle, \delta a \in\langle 0,10\rangle, \delta \epsilon \in\langle 0,1\rangle . \tag{3}
\end{equation*}
$$

Let us extract for the consideration the distributions with the same $M_{4}^{\prime \prime}$ excluding in this way this moment as a good descriptor. As an example we take $M_{4}^{\prime \prime}=2.390760$.

In order to get $I^{\beta}(E)$ distributions, genetic algorithms [20] have been used in this paper. These methods may be classified as computational techniques used for solving problems of optimization. Many classes of problems in physical sciences can be treated as optimization problems. The most common mathematical optimization tasks are minimization and maximization. In this work, searching for $I^{\beta}(E)$ with a condition of constant $M_{4}^{\prime \prime}$ is treated as the optimization problem. In practical calculations we are looking for the maximum of the function $1 /\left[M_{4}^{\prime \prime}(\delta c, \delta a, \delta \epsilon)-2.390760\right]$. Using genetic algorithm Pikaia [21], the search for parameters $\{\delta c, \delta a, \delta \epsilon\}$ has been performed within the restricted space defined in (3). With the termination condition 500 generations, and the accuracy of $10^{-8}$, sets of parameters $\{\delta c, \delta a, \delta \epsilon\}$ have been obtained. The number of sets has been restricted to 24 . The results are collected in Table 1.

Some representative cases are presented in Fig. 1. Labels in the Figure denote the numbers in Table 1. Their order depends on the value of $\delta c$. The first distribution, labeled by 10 , characterizes the largest $\delta c$. It corresponds to the smallest width of the second Gaussian component. The last distribution, labeled by 18, characterizes the smallest $\delta c$. It corresponds to the largest width of this component. We observe that distributions with different $\delta c, \delta a, \delta \epsilon$ have the same $M_{4}^{\prime \prime}$. This phenomenon is referred to as degeneracy. As expected, the accuracy of distinguishing spectra strongly depends on the number of moments taken into account. In order to reduce the degeneracy, several different moments should be taken into account simultaneously in the process of comparison.

In order to exclude the moments that are correlated, Pearson's correlations coefficients between a pair of distributions $x$ and $y$

$$
\begin{equation*}
P(x, y)=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\sqrt{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}} \sqrt{\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}}} \tag{4}
\end{equation*}
$$

have been calculated, where $P(x, y) \in\langle-1,1\rangle$ and $n=24$. In the present work our earlier studies [18] have been generalized by the enlargement of the number of moments taken into account from four to twelve. All the coefficients are collected in

Table 1 Values of the parameters corresponding to the distributions with $M_{4}^{\prime \prime}=2.390760$

| No. | $\delta c$ | $\delta a$ | $\delta \epsilon$ |
| ---: | ---: | :--- | :--- |
| 1 | 7.450801 | 1.988400 | 0.528170 |
| 2 | 12.421802 | 2.435700 | 0.529050 |
| 3 | 13.673402 | 3.532001 | 0.117660 |
| 4 | 4.131801 | 1.719800 | 0.499220 |
| 5 | 18.205603 | 2.885500 | 0.532230 |
| 6 | 4.266201 | 1.791800 | 0.473660 |
| 7 | 17.337403 | 2.837900 | 0.527380 |
| 8 | 17.991003 | 2.842600 | 0.539230 |
| 9 | 15.145802 | 3.527601 | 0.206310 |
| 10 | 19.122603 | 3.788201 | 0.262540 |
| 11 | 15.398002 | 3.901101 | 0.002900 |
| 12 | 13.390002 | 0.557400 | 0.912120 |
| 13 | 18.726203 | 4.165201 | 0.060140 |
| 14 | 8.470401 | 2.805000 | 0.193390 |
| 15 | 18.848203 | 2.298700 | 0.676040 |
| 16 | 0.859800 | 0.249600 | 0.807730 |
| 17 | 3.008000 | 1.153900 | 0.664020 |
| 18 | 0.127400 | 0.465600 | 0.756890 |
| 19 | 0.816200 | 1.212100 | 0.560520 |
| 20 | 13.626002 | 2.759500 | 0.459420 |
| 21 | 6.981601 | 2.622600 | 0.190300 |
| 22 | 6.613001 | 0.270200 | 0.895760 |
| 23 | 10.935802 | 0.833000 | 0.856170 |
| 24 | 4.138201 | 1.288700 | 0.655300 |

the matrix $P$. The rows and the columns correspond to the orders of the moments, for example $P_{13} \equiv P\left(M_{1}, M_{3}^{\prime \prime}\right)$.

This matrix is symmetric and therefore only the upper triangle is here presented. The diagonal elements correspond to the correlation between the same moments and are equal to 1 .

Fig. 1 Intensity distributions corresponding to $M_{4}^{\prime \prime}=2.390760$


We take into account only strong linear correlations, i.e. the cases when either $P_{x y} \in\langle 0.9,1\rangle$ or $P_{x y} \in\langle-1,-0.9\rangle$. In the latter case we have the so called strong negative correlation, i.e. one of the quantities increases while the second one decreases.

As one can see, strong linear correlations appear between the following moments:

$$
\begin{aligned}
& M_{1} \sim M_{2}^{\prime}\left(P_{12}=0.98\right), \\
& M_{3}^{\prime \prime} \sim M_{5}^{\prime \prime}\left(P_{35}=0.97\right), \\
& M_{5}^{\prime \prime} \sim M_{7}^{\prime \prime}\left(P_{57}=0.92\right), \\
& M_{6}^{\prime \prime} \sim M_{8}^{\prime \prime}\left(P_{68}=0.96\right), \\
& M_{10}^{\prime \prime} \sim-M_{11}^{\prime \prime} \sim M_{12}^{\prime \prime}\left(P_{1011}=-0.96, P_{10} 12=0.98, P_{11} 12=-0.94\right), \\
& M_{6}^{\prime \prime} \sim-M_{9}^{\prime \prime}\left(P_{69}=-0.87\right), \\
& M_{7}^{\prime \prime} \sim M_{9}^{\prime \prime}\left(P_{79}=0.87\right) .
\end{aligned}
$$

We conclude that there are four linearly independent moments, that can be chosen as $M_{1}, M_{3}^{\prime \prime}, M_{6}^{\prime \prime}$, and $M_{10}^{\prime \prime}$. Generally, we expect that the four lowest moments are sufficient for a complete description of the spectral similarity problems. The probability of a specific behavior of the lower order moments (as for example constant $M_{4}^{\prime \prime}$, as it is in the present case), though rather low, can not be excluded. Therefore, in some cases, the higher order moments should be considered in order to get a good classification of spectra.

Fig. 2 Chemical compounds considered in this work (nitriles-left column, amides-right column)
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## 3 Results and discussion

The new descriptors are tested using spectra of nitriles and amides. In Fig. 2 the chemical compounds considered in this work are collected.

The nitriles are displayed in the left column and the amides in the right one. The numbers presented in the Figure correspond to:

1. nicotinonitrile,
2. nicotinamide,
3. benzonitrile,
4. benzamide,
5. o-methylbenzonitrile,
6. o-methylbenzamide,
7. $m$-methylbenzonitrile,
8. $m$-methylbenzamide,
9. $p$-methylbenzonitrile,
10. $p$-methylbenzamide.

The spectra of all compounds have been calculated using The Density Functional Theory method (DFT) implemented in Gaussian 98 code [22]. The hybrid-type exchange-correlation potential by Becke, Lee, Yang and Paar (B3LYP) [23,24] was used. The B3LYP formula includes the Slater and Hartree-Fock exchange potential, Becke's gradient correction to exchange potential [25], Lee-Yang-Paar correlation potential [26] and Vosko-Wilk-Nusair correlation potential [27]. The $6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set was used to optimize the structures and to predict the energies and IR spectra. The results have been presented in our previous paper [28]. This method has also been successfully used in many quantum-chemical studies of IR spectra [29]. The calculated spectra are presented in Fig. 3.

The numbers labeling the spectra correspond to those in Fig. 2.
The compounds studied in this work were carefully selected. They are important substrates (nitriles) and products (amides) of biotechnological enzyme nitrile hydratase (NHase). This protein is used for the kiloton-scale "green" production of amides [30]. The analysis of the IR spectra may help to elucidate the mechanism of the enzymatic activity of various variants of NHases [31,32].

Figures 4 and 5 present the first twelve moments calculated for the nitriles (crosses) and for the amides (squares).

All the moments have been calculated for all (10) chemical compounds. The numbers in the horizontal axes correspond to the numbering in Figs. 2 and 3.

We observe a clear separation of the moments for the nitriles from the ones for the amides. As one can see, the first four moments contain sufficient information necessary for the classification. For the higher order moments (from the fifth to the twelveth) we observe the same qualitative relations. Similarly as for the model case discussed in the previous section, four moments create the minimal and sufficient set of descriptors (within the 12 considered). As it is expected, there are no correlations between the lower order moments. Therefore, the minimal set of moments include $M_{1}, M_{2}^{\prime}, M_{3}^{\prime \prime}$, $M_{4}^{\prime \prime}$. The higher order moments do not contain any new information relevant for the classification of the considered molecules.

The first moment (smaller for the amides than for the nitriles, Fig. 4) gives the information that in the spectra of the amides more intensity is located in lower energy region than it is in the spectra of the nitriles. This global observation can be seen in Fig. 3. The observed behavior of $M_{1}$ has its origin in the substantial shift of the $\mathrm{C}-\mathrm{N}$ stretching mode which is located close to $2400 \mathrm{~cm}^{-1}$ in the nitriles (triple $\mathrm{C}-\mathrm{N}$ bond)


Fig. 3 Normalized intensities versus frequencies divided by $1000\left[\mathrm{~cm}^{-1}\right]$ for nitriles (left column) and amides (right column)


Fig. 4 Moments of the intensity distributions for nitriles (crosses) and for amides (squares)


Fig. 5 Moments of the intensity distributions for nitriles (crosses) and for amides (squares)
and moves towards the lower energies (about $1400 \mathrm{~cm}^{-1}$ ) in the amides (single $\mathrm{C}-\mathrm{NH}_{2}$ bond). The next factor differentiating these moments is the lower $\mathrm{C}_{\text {ring }}-\mathrm{H}$ stretching intensity in the amides than that in the corresponding nitriles. The last factor which influences the location of $M_{1}$ is a much lower relative intensity of the vibrations of the methyl group atoms observed for the amides (region of $3000 \mathrm{~cm}^{-1}$ ) in comparison with the same modes in the nitriles [29]. The molecules labeled by $1,2,3$ and 4 differ from the others - they do not contain $\mathrm{CH}_{3}$ group. The spectral lines corresponding to this group are located in the high energy region. Therefore, as one can see in Fig. 3, the number of the spectral lines in this region for these compounds is smaller than for the other ones (labeled by $5-10$ ). Consequently, $M_{1}$ for the compounds 1-4 is smaller than for the other compounds.

The second centered moments (also smaller for the amides than for the nitriles, Fig. 4) indicate that the variance of the intensity distributions for the amides is smaller than the one for the nitriles. This observation is also clearly seen in Fig. 3. The third and the fourth moments for the amides are bigger than the corresponding moments for the nitriles (Fig. 4). The third moment equal to zero corresponds to a symmetric distribution of the intensity in the spectrum. The intensities for the amides corresponding to the higher frequencies are smaller than the ones corresponding to lower frequencies. As a result the asymmetry $\left(M_{3}^{\prime \prime}\right)$ of the spectra of the amides is larger.

Summarizing, moments of the intensity distributions can be used as molecular descriptors. The presented kind of classification gives a chance to find new aspects of similarities between molecules. This statistical method will be particularly efficient when we aim at the classification of a large number of molecules. In such a case other methods may be too time consuming.
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